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Results: Emotion ClassificationBackground & Challenges

Refining Data with Weak Supervision

High quality conversational data is scarce.

● Data augmentation techniques can be 
used to expand limited training data

● Prompting large pre-trained language 
models appears to be a viable method of 
generating coherent synthetic dialogue turns 

● But: uncontrolled generation means no 
guarantee on utterance “correctness”

● Varied seed and synthetic data sizes in 
DailyDialog emotion classification task

● Prompting yields large improvements at 2x

Results: Cross-lingual Intent Detection
 

WeakDAP workflow:
● Prefix prompt to generate synthetic turns
● Weakly classify each prospective synthetic instance’s 

label, rejecting silver data if mismatching desired label 
with high confidence

● Repeat until convergence

Link to paper!

WeakDAP can be adapted to any 
large pre-trained large language 
model, and any classifier for a 
given dialogue understanding task

● Applying WeakDAP improves all cases 
● Surpasses full-shot SotA with 10% gold data

● Few-shot Spanish Intent Detection - FBTOD
● Augmentation using mixed Spanish and 

English in-context examples
● HR/LR = High/Low-Resource English 

in-context example pool


