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Distilling Synthetic Conversations from Large Language Models

● Have you ever struggled with finding the right dataset? Maybe your dataset doesn’t exist, your 
existing dataset is privacy-restricted, or you aren’t happy with your data quality.

● You can distill high-quality conversations by prompting large language models! By providing 
expert-written in-context examples and conversation “recipes,” one can generate humanlike synthetic 
conversations with high semantic control.

● PLACES generalizes to the multiparty 
conversation case, outperforming both MELD 
(Friends transcripts) and MPC (online chats)

Synthetic Conversation Quality

● Human evaluations of synthetic conversations 
match or outperform human-annotated datasets

● In-context example selection matters: 
expert-written examples (HW-IC) outperform 
crowdsourced conversation examples

Generalizing to Multiparty Conversations
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